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The enforcement of intellectual property rights is difficult for digi-
tal data. One possibility to support the enforcement is the embed-
ding of digital watermarks containing information about copyright
owner and/or receiver of the data. Watermarking methods have
already been presented for audio, images, video, and polygonal 3D
models. In this paper, we present a method for digital watermar-
king of MPEG-4 facial animation parameter data sets. The wa-
termarks are additively embedded into the parameter values and
can be retrieved either from the watermarked parameters or from
video sequences rendered using the watermarked animation para-
meters for head animation. For retrieval from rendered sequences,
the facial animation parameters have to be estimated first. We use
a model-based approach for the estimation of the facial parameters
that combines a motion model of an explicit 3D textured wireframe
with the optical flow constraint from the video data. This leads to a
linear algorithm that is robustly solved in a hierarchical framework
with low computational complexity. Experimental results confirm
the applicability of the presented watermarking technique.
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1 Introduction

3D models have extensively been used for the synthesis of naturally looking
images and video. For rendering of animated video sequences using 3D models,
usually 3 separate data sets are utilized: a data set describing the basic shape
of the 3D object (e.g. a wireframe or a spline surface), a data set describing
the surface brightness and color (the texture), and a data set describing the
temporal variation of the model (the animation parameters). For the special
case of animated head-and-shoulder sequences, the International Standardiza-
tion Organization (ISO) has standardized a format for the representation and
animation of such 3D models [1].

Each of the three mentioned data sets (shape, texture, animation parameters)
can be regarded as an own entity where own associated intellectual property
rights may exist. For example, a 3D wireframe model may be generated from
a 3D laser scan, and an according texture pattern may be painted by an artist.
Later on, different animation parameter sets may be added to the model in
order to animate different sequences with the model. In this case, the intellec-
tual property rights for shape, texture and motion of the model may certainly
belong to different parties, and need to be protected separately.

As with all other digital multimedia data, copy protection is difficult to achieve
for 3D model and animation data. Every copy of digital data has the same
fidelity as the original. Thus, mechanisms are desirable to enforce intellectual
property rights. One possible solution to the problem is digital watermarking
[2]. Digital watermarking allows to robustly embed copyright information,
as well as information about the receiver of data, into digital data. It does
not prevent copying, but can help to identify and trace back illegal copies
of multimedia data. A large variety of watermarking methods for formatted
text [3], images [4-7], video [8-11] and audio [12] have already been presented.
Since textures of 3D models are often represented as a 2 image, most of the
presented methods for images are also applicable to watermarking of texture
images. A few contributions have also been made for watermarking of other
data, for example for static 3D polygonal models [13]. No contributions have
however been made that suggest solutions for the embedding of data into
model animation parameters.

In this paper, a method is proposed that allows to embed digital watermarks
into MPEG-4 facial animation parameters (in the following called FAPs). The
method derives from ideas of spread spectrum communications. The water-
mark can either be retrieved directly from the watermarked parameters, or
from the video sequence rendered from the model using the watermarked pa-
rameters. In the latter case, the animation parameters have to be estimated
from the sequence, and the watermark is then retrieved from the estimated



parameters.

The proposed method can be used to embed information into MPEG-4 FAPs.
For example, a FAP sequence that is available for download on the WWW
can be marked with invisible copyright information and/or with information
about the downloading client. This information can later on be retrieved either
from the watermarked FAPs, or from a video sequence rendered from them.

This paper is organized as follows: in Section 2, the concept of MPEG-4 head
animation is explained. In Section 3, a method is explained that allows the
estimation of FAPs, e.g. MPEG-4 FAPs, from natural or synthesized video
sequences. In Section 4, the proposed method for watermarking of FAPs is de-
scribed. In subsection 4.1, the embedding of the watermark is shown. Subsec-
tions 4.2 and 4.3 describe the retrieval of the watermarks from the parameters
and the rendered video sequences, respectively. In Section 5, the applicability
of the scheme is demonstrated by experimental results.

2 MPEG-4 Face Animation

The video compression standards MPEG-1 (ISO/IEC 11172) and MPEG-2
(ISO/ TEC 13818) are widely known and used for video storage and distribu-
tion. The new standard MPEG-4 (ISO/IEC 14496) [1] does also supply tools
for video and still image compression, but has additional functionalities and
features beyond waveform-based compression, such as mechanisms for face
animation. The tool of MPEG-4 face animation allows the compression of
head-and-shoulder scenes down to bit-rates of very few kbit/s. This is beyond
today’s possibilities of waveform-based compression.

A generic face is predefined in MPEG-4 and can be animated with facial ani-
mation parameters (FAPs). Additionally, a particular face can be transmitted
if desired using so-called facial definition parameters (FDPs).

A set of 66 FAPs is defined in MPEG-4, Annex C [1]. It includes global head
motion parameters (e.g. head pitch and yaw angles) and local face motion
parameters (e.g. opening of eyelids, opening of lips, movement of innerlip cor-
ners). In total, there are 16 FAPs controlling the jaw, chin, inner lips and
cornerlips; 12 FAPs controlling the eyeballs, pupils and eyelids; 8 FAPs con-
trolling the eyebrows; 4 FAPs controlling the cheeks; 5 FAPs controlling the
tongue; 3 FAPs controlling the global head rotation; 10 FAPs controlling the
outer lip positions; 4 FAPs controlling the nose; and 4 FAPs controlling the
ears. It is possible to define new, macro-style FAPs which are linear combina-
tions of the 66 predefined FAPs. It is also valid to transmit only a subset of
the defined FAPs in order to animate a head model.



The output of the MPEG-4 decoding process is a stream of decoded FAPs.
It is left to the implementation how to generate the FAPs at the transmitter
side, and how to animate the 3D head model with the FAPs at the receiver
side.

3 Analysis of Facial Animation Parameters from Video Sequences

While the MPEG-4 standard does not specify how to generate FAPs, we need
a method which determines FAPs from video sequences in order to retrieve
embedded watermarks from rendered sequences. A suitable method has been
presented in [14,15] and is outlined in the following. We assume that the human
head is locally deformable and that facial expressions can be represented by
a linear combination of small elementary local movements. These movements
are described by MPEG-4 FAPs. We further assume that we have a 3D model
of the person that we want to determine FAPs from, for example acquired by
a 3D laser scanner. In the following, we regard the FAPs as a time-varying
k,,.--dimensional vector

FAP(1) (1)

where ky,q, is the number of transmitted FAPs (k,,,, < 66), t is the integer
time index of the video frame, and FAP() is the k-th FAP at time ¢ (k €
{1... Epas}). Thus, FAPi— o5 (t) denotes a sequence of a certain FAP value
over time, while FAP (¢ = const.) denotes all FAPs at a given time instant.

In our algorithm, all FAPs are estimated simultaneously using a hierarchical
optical flow based method. The optical flow constraint is combined with the
parameterized 3D motion equations for each object point. The determination
of the motion as a function of the FAPs is simplified due to the use of triangular
B-splines for the head surface construction. In this way we only have to model
the motion of a small number of control points. The three-dimensional scene
used for parameter estimation and rendering of the synthetic images consists
of a camera model and a head model.

3.1 Camera Model

For the camera model we use perspective projection where the 3D coordinates

of an object point [z y 2]T are projected into the image plane according to

X=X,— f,=
z



Y:%—ﬁ% (2)

Here, f, and f, denote the focal length multiplied by scaling factors in x- and
y-direction, respectively. These scaling factors transform the image coordinates
into pixel coordinates X and Y. In addition, they allow the use of non-square
pixel geometries. The two parameters Xy and Y, describe the image center
and its translation from the optical axis due to inaccurate placement of the
CCD-sensor in the camera.

3.2 Head Model

The estimated animation parameters are constrained by a 3D model of the
head and facial expressions. Like other well-known facial models [16,17], our
head model also consists of a number of triangles onto which texture is mapped
to obtain a photorealistic appearance [14]. The shape of the surface is, however,
modeled by second order triangular B-splines [18] that allow to locally control
the shape with a small number of control points ¢;. The coordinates of the
vertices v; in the mesh are then defined by the positions of the control points
¢; according to

Vv, = Z Njici, such that Z Nji = 1, (3)

i€l 1€l

with N;; being the precalculated basis functions.

B-splines are well-suited for the modeling of facial skin [19] and constrain the
motion of neighboring vertices which simplifies modeling of facial expressions.
For the parameterization of facial expressions we adopt the MPEG-4 FAP
definition tables [1]. By changing the facial animation parameters, the control
points of the spline surface are moved which results in a new shape for the
3D model. Two examples of expressions rendered with this head model can
be seen in Fig. 1.

Fig. 1. lllustration of different synthesized facial expressions.



3.3 Facial Parameter Estimation

Our FAP estimation algorithm estimates the facial animation parameters from
two successive frames of a natural or rendered video sequence. To avoid error
accumulation in the long-term parameter estimation, a feedback loop is used
[20,21] as depicted in Fig. 2. The model of the head is moved according to the
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Fig. 2. Feedback structure of the coder.

parameters estimated from video frames I(t) and I(t-1), and a synthetic image
is generated by rendering the model with modified shape and position. The
estimation is then performed between the actual camera frame and the syn-
thetic image of the previous frame which assures that no large misalignment
of the model occurs. The feedback loop is also used in our hierarchical ap-
proach to compensate the facial motion before starting the next iteration on
a higher resolution level. To reduce errors that are caused by linearizations in
the algorithm, we first estimate the parameters with subsampled images. This
rough estimate is then used to compensate the motion in the synthetic image
leading to a new frame that is closer to I(t). These steps are repeated on higher
resolution images resulting in more and more accurate facial parameters.

For the motion estimation the whole image is used by setting up the optical
flow constraint equation

[X'U—I-[y'v—l-[t:() (4)

where [Ix Iy] is the gradient of the intensity at point [X Y], u and v the velo-
city in x- and y-direction and I; the intensity gradient in temporal direction.

Instead of computing the optical flow field by using additional smoothness
constraints and then extracting the motion parameter set from this flow field,
we estimate the facial animation parameters from (4) together with the 3D
motion equations of the head’s object points [22]. For a rigid body motion
the motion equation can be easily written in terms of a translation and a
rotation. When allowing the body to be flexible, this is no longer possible and



the motion equation must be set up at each object point independently. The
trajectory of an object point is, however, not independent of its neighbors but
is constrained by the head model that describes motion of surface points as a
function of facial animation parameters.

Local deformations caused by facial expressions are taken into consideration by
changing the facial animation parameters. These FAPs determine the position
of all object points in the synthetic image by applying different transforma-
tions as shown in Fig. 3. First the control points of the surface are moved

control . 3D object 2D object
FAPs — . —= vertices [ . .
points points points
3D model ba;ls baryc_entrlc camera
functions coordinates model

Fig. 3. Transformation from FAPs to image points.

according to the given FAPs. Using the basis functions of the splines the po-
sition of the vertices can be calculated from the control points. Three vertices
form a triangle and the 3D motion of all object points inside this triangle spe-
cified by their barycentric coordinates is determined. The 2D image point is
finally obtained by projecting the 3D point into the image plane. These trans-
formations, that are all linear except for the projection, must be incorporated
into our algorithm to obtain a second constraint that can be used together

with (4).

The new control point position ¢; can be determined from the position ¢; in
the previous frame by

C;- =c; + Z AFAPk(t) dik (5)
k

where

AFAP(t) = FAP(t) — FAP(t — 1) (6)

is the change of facial animation parameter k£ between the two frames that are
estimated by the algorithm and d;; the 3D direction vector of the correspon-
ding movement.

Strictly speaking, (5) is just valid for translations. If a number of control
points are rotated around given axes by some action units, the description
for the motion of control points becomes much more complicated due to the
combination of rotation (defined by rotation matrices) and translation. The
order of these operations can no longer be changed and the use of matrix
multiplication results in a set of equations that is nonlinear in the parameters



that have to be estimated. However, we can use the linear description (5) also
for rotation, if we assume that the rotation angles between two successive
frames are small. Then, the trajectory of a control point i1 that is rotating
around the center O can be approximated by its tangent d;; as shown in Fig.
4. This tangent differs for all object points, but we have to set up (5) for all
points anyhow because of local deformations in the surface.

Fig. 4. Approximation of rotations.

For a rotation with the angle a4

ap = AFAPk(t) * Sk, (7)

that is defined by the facial animation parameter AFAP,(¢) and the cor-
responding scaling factor s, the length of the translation vector d;; can be
calculated by

|dik| :AFAP]C(ZL)-TZ'-S]C. (8)

Here, r is the distance between the object point and the given rotation axis.
With this assumption (the direction of d;i is specified by the direction of the
tangent), (5) can also be used for rotation leading to a simple linear description
for the FAPs that can be estimated very efficiently. The small error caused
by the approximation vanishes after some iterations in the feedback structure
shown in Fig. 2.

Having modeled the shift in control points, the motion of the vertices of the
triangular mesh can be determined using (3) and the local motion of an object
point x is calculated from that using

x= 3 dnv = (D A ()

7€J m=0

where A, are the barycentric coordinates of the object point in the triangle
that encloses that point. The motion equation for a surface point can be
represented as

x'=x+ Y AFAP(l) t, =x+ T - AFAP(t), (10)
k



where t;’s are the new direction vectors of the corresponding facial animation
parameter calculated from dj by applying the linear transforms (3) and (9).
T combines all the vectors in a single matrix and AFAP(¢) is the vector
of all AFAP(t). Let t,, t, and t, be the row vectors of this matrix. The
components of (10) are given by:

o =z(1 + %tw . AFAP(1)) (11)
J'=u(1+ ot, - AFAP(1) (12)
=21 + étz . AFAP(1)). (13)

Dividing (11) and (12) by (13), inserting the camera model (2) and using a
first order approximation leads to

1
w= X' X~ ——(fots + (X — Xo)t.) AFAP(1)

1
v=Y"-Y=a——(ft,+ (Y — Yo)t.)AFAP(?). (14)
z
Together with (4) a linear equation at each pixel position can be set up

! [Ixfots + Iy futy + (Ix(X — Xo) + Iy (Y — Yp))t.] AFAP(t) = [; (15)

z

with z being the depth information coming from the model. We obtain an
overdetermined system that can be solved in a least-squares sense with low
computational complexity. The size of the system depends directly on the
number of implemented FAPs. Since in fact the incremental change of the
FAPs is estimated from frame to frame, rather than their absolute value, we
have to start with an imaginary video frame I(-1) which shows the head model
in relaxed state, i.e.

FAP(-1)=0 Vk (16)

We then gain the absolute values of the FAPs for each frame by cumulative
addition over AFAP for all frames from I(-1) up to the current frame. The
described method estimates the FAPs with very satisfying accuracy [15].



4 Watermarking of MPEG-4 Facial Animation Parameters

For embedding of watermark data into the FAPs, we adopt a spread spectrum
approach [23] that has been applied similarly to image and video watermarking
before [5,8,9]. The idea is to apply small changes to the FAPs that seem
random and are not conspicuous but correlate with a secret pseudo-random
key. The correlation can be exploited to retrieve the embedded information
later on. The watermark information to be embedded may be any arbitrary
1D or 2D bit pattern. Here we regard the watermark as a 2D bit pattern

WM(m,n) € {-=1,41}, m€0...Muaz, 1 €0...Nnas. (17)

Please note that we denote the two possible states of a bit by —1 and +1, and
not by 0 and +1, in order to have a mean-free signal.

4.1  Watermark Embedding

One basic concept of watermarking is to distribute one bit of watermark in-
formation over more than one FAP. For ease of understanding, we embed one
bit of watermark information into a M x N block of FAPs, that means into
M consecutive FAPs over N consecutive time instants, but we could also dis-
tribute one bit of watermark information over M x N randomly chosen FAPs

from the whole set of FAPs, FFAP;(t).

Before embedding, the stretched bit pattern is modulated, i.e. multiplied, with
a filtered pseudo noise pattern PN (k,t). This pseudo noise pattern is the secret
key used for embedding, and the modulation makes the modulation product
difficult to detect and manipulate. The pseudo-noise pattern can be generated
by any random number generator that produces binary output values —1 and
+1. For a discussion about the choice of a good pseudo random generator,
please refer to [5]. We use a filtered pseudo noise pattern that is lowpass filtered
along ¢, e.g. with a 9-tap lowpass filter, in order to decrease the noisiness in
the watermarked FAPs which could result in annoying noisy behaviour of the

head model.

Before finally adding the modulated bit pattern to the FAPs, we apply an
amplitude adaptation in order to limit visible distortions. We found it a good
choice to limit the maximum deviation of the watermarked FAPs from the
unwatermarked FAPs to 3 % of the dynamic range for local FAPs like lip
movement, and 1 % of the dynamic range for global FAPs like head rotation.
We denote this amplitude adaptation by a factor of 3(k) which is an amplitude
factor for FFAP;.

10



Putting all the above together, we obtain the watermarked FAPs from the
unwatermarked FAPs by

FAPYM(t) = FAP,(t) + [WM(|k/M]|, [t/N])- PN(k,t)- B(k)] (18)

where |[...] is the floor operator.

Since the FAPs are a highly compressed representation of human face expres-
sions, and since their data volume is very low, the signal space which can be
used to embed information is also very limited. This results in the fact that
the information embedded into the FAPs is not robust enough to resist all
possible kinds of attacks, unless M x N is increased very much, that is, the
data rate for the watermark information is decreased very much. However, al-
ready for choices of M and N like the ones that were used for the experiments
in Section 5, namely M = 2 and N = 76, there is a certain robustness, and
manipulation of single FAPs or DCT-based video compression of sequences
rendered from the FAPs are not sufficient to impair the watermark.

The method according to (18) can easily be applied to streaming or fixed-
length FAPs sequences in order to embed information in real-time, like the 1D

of a downloading client for download on the WWW.

The data rate rwas of the watermark (the number of bits per second) depends
on the number k.., of transmitted FAPs, frame rate R (number of FAPs

sets per second), and the number M x N of FAPs that one bit of watermark
information is embedded into and can be calculated as

kmaz x R

MRV (19)

TwM =

4.2 Watermark Retrieval from the Facial Animation Parameters

Retrieval of the embedded watermark from the watermarked FAPs is done by
subtraction of the unwatermarked FAPs from the watermarked FAPs, subse-
quent correlation with the same filtered PN sequence that has been used for
embedding (and which is the secret key), summation over the window for each
watermark bit, and thresholding as a bit decision. Put into an equation, the
reconstructed watermark WM is

(m+1)-M—-1(n+1)-N-1

WM(m,n)=sign| > S (FAPI™M(t) — FAP(1)) - PN(k,1)|(20)

k=m-M t=n-N

11



4.3  Watermark Retrieval from the Rendered Video Sequences

If the watermarked FAPs have been used to animate a head model and render
a video sequence, and if the video sequence is available but the FAPs are not,
the watermark cannot directly be retrieved. It is however possible to estimate
the FAPs from the rendered sequence, for example with the method outline in
Section 3, and to use the estimated FAPs to retrieve the watermark. Of course
this is only possible if the video sequence is rendered such that the FAPs can
be estimated. For example, mouth and eye of the model should be visible. The
needed steps are

— Estimation of the FAPs from the rendered sequence
— Retrieval of the watermark from the estimated FAPs as described in Section

4.2

5 Experimental Results

In order to verify the applicability of the proposed watermarking method,
several experiments were conducted.

In the experiments, we have embedded a binary information of 3 bytes into
two different FAP streams of size ky., = 17,1 = 228 (since the frame rate
is 25 frames per second, these FAP streams represent sequences of % =
9.12 seconds each). Thus, M = 2 and N = 76, and each bit of watermark
information has been embedded into 2 parameters over 76 frames, i.e., into
152 FAPs. The first bit of watermark information has thus been embedded
into FAPs 1 and 2 over the first 76 frames, the second bit into FAPs 3 and 4
over the first 76 frames; and the last bit into FAPs 15 and 16 over frames 153
to 228. The data rate ryas of the watermark is 2.8 bit/s (the frame rate is 25
Hz), or one byte every 2.9 s. This is not very much, but is sufficient for many
applications. For example, an internet IP address (4 bytes) of a downloading
client can be embedded every 11.6 seconds. Please note that only a subset of
17 out of the 66 admissible FAPs has been used here. If all possible FAPs are

transmitted, more information can be embedded.

In the first experiment, we tried to retrieve the watermark information directly
from the watermarked FAPs according to (20). It should be noted that in this
case the watermarked FAPs were known, and the FAPs did not have to be
estimated, as for the following experiments. For both used FAP sequences, it
was possible to retrieve the watermarks without errors, as expected.

In the second experiment, the two watermarked FAP streams have been used

12



to render two different animated head models into video sequences. The back-
ground was static in both cases, and the used resolution was 352 x 288 pixels.
Figures 5 and 6 show representative frames from the two sequences. The FAPs

Fig. 5. One frame of a video sequence which was rendered from the watermarked
FAP stream 1.

Fig. 6. One frame of a second video sequence which was rendered from the water-
marked FAP stream 2.

were then estimated from the video sequences as described in Section 3, and
the watermarks were retrieved from the estimated watermarked FAPs. For
both used FAP sequences, it was possible to retrieve the watermarks without
errors.

In the third experiment, we have used the rendered sequences of the second

13



experiment and have compressed/decompressed them using MPEG-2 video
compression. The bit-rate was chosen to 250 kbit/s for the first sequence and
600 kbit /s for the second sequence. Figures 7 and 8 show representative frames
from the two sequences. The FAPs were then estimated from the compres-

Fig. 7. One frame of the first video sequence from the second experiment after
additional MPEG-2 compression at 250 kbit/s. The enlarged detail on the right
demonstrates the compression artefacts.

Fig. 8. One frame of the second video sequence from the second experiment after
additional MPEG-2 compression at 600 kbit/s. The enlarged detail on the right
demonstrates the compression artefacts.

sed/decompressed video sequences as described in Section 3, and the water-
marks were retrieved from the estimated watermarked FAPs. For both used

14



FAP sequences, it was possible to retrieve the watermarks without errors for
the chosen parameters. This successful retrieval from the MPEG-2 compressed
sequences demonstrates that there is inherent robustness in the watermark.

We noticed however that, depending on the bit-rate of video compression
and the data-rate of the embedded watermark, bit errors may occur. This is
demonstrated in Fig. 9 where we have repeated the third experiment for the
first FAP stream and for different choices of M and N (different tilings of the
FAPs-time-plane) and, thus, for different watermark data rates ry . Shown
here is the bit error rate of the watermark information vs. the data rate of the
watermark information.

Though there is clearly a tendency to lower bit error rates of the watermark
information for low data rates, sometimes bit error rates up to 0.2 may still
occur, due to estimation errors in the FAPs estimation. Thus, it is advisable
to protect the watermark information with an error correcting code.

0.4

0.351

0.3r

0.25f

bit error rate of watermark data
o
N

0.15" .
* x ¥
01 L+ 0 Tt
* % * *
005 ¢y
O WKk L L L L
0 20 40 60 80 100

watermark data rate [bps]

Fig. 9. Bit error rates of watermarks retrieved from a rendered and MPEG-2 encoded
video sequence for different choices of the watermark data-rate.

6 Conclusions

We have presented a spread spectrum watermarking method which allows to
embed information such as copyright information into facial animation pa-
rameters (FAPs) as they are used in MPEG-4 face animation. This allows
to enforce intellectual property rights (IPR) for FAPs in a similar way as it
has previously been proposed for audio, images, video [2], and 3D polygonal
models [13]. The watermark is embedded into the FAPs and can be retrieved

15



from the watermarked FAPs or from a video sequence rendered with the wa-
termarked FAPs. For the estimation of the FAPs from video sequences we have
presented a low complexity gradient-based approach. This algorithm exploits
the shape, texture, and motion information from a 3D triangular B-spline
head model whos facial expressions are modeled according to the MPEG-4
standard. We have shown results confirming the applicability of the scheme.
Applications are for example marking and protection of MPEG-4 FAP data
available on the internet or broadcasted in video delivery networks.
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